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A B S T R A C T   

The emergence of big data and computational tools has introduced new possibilities for using 
large-scale textual sources in sociological research. Recent work in sociology of culture, science, 
and economic sociology has shown how computational text analysis can be used in theory 
building and testing. This review starts with an introduction of the history of computer-assisted 
text analysis in sociology and then proceeds to discuss five families of computational methods 
used in contemporary research. Using exemplary studies, it shows how dictionary methods, se-
mantic and network analysis tools, language models, unsupervised, and supervised machine 
learning can assist sociologists with different analytical tasks. After presenting recent methodo-
logical developments, this review summarizes several important implications of using large 
datasets and computational methods to infer complex meaning in texts. Finally, it calls re-
searchers from different methodological traditions to adopt text mining tools while remaining 
mindful of lessons learned from working with conventional data and methods.   

1. Introduction 

The proliferation of big data and digitization of social life introduced social scientists to amounts of data that elude their con-
ventional sources and methods. Keeping up with the developments in data availability and methodology, computational social sci-
ence–a field that uses novel data sources and computational methods to answer questions about the social–has emerged at the 
intersection of several social scientific disciplines (Edelmann et al., 2020; Lazer et al., 2009). Albeit at a somewhat slower pace 
compared to the neighboring disciplines, the enthusiasm for the integration of new data sources and methods into sociological research 
has been increasing (Edelmann et al., 2020; Lazer and Radford 2017). In the last decade, as many as six papers in the Annual Review of 
Sociology have discussed new developments related to big data analysis using computational methods1; so did a 2016 special issue of 
Social Science Research. 

Text analysis is an approach that lends itself to the use of computational methods especially well. Sociology has a long history of 
using computer-assisted text analysis in both quantitative and qualitative research traditions. It, thus, does not come as a surprise that 
notable methodological innovations were made in sociological research concerned with the analysis of large amounts of textual data. 
Sociologists have used novel computational methods to explore a variety of phenomena, including those clearly related to textual 
expression: the discourse of and surrounding the political elites (van Atteveldt et al., 2008; Bonikowski and Gidron 2016; DiMaggio 
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et al. 2013), the rhetoric of online communities (Davidson et al., 2017; Törnberg and Törnberg 2016a, 2016b) and social groups and 
movements (Almquist and Bagozzi 2019; Nelson 2021), the varieties of event framing in media (Bastin and Bouchet-Valat 2014; 
Franzosi et al. 2012), and the nature of public debates surrounding different societal issues (Bail et al. 2017). Computational text 
analysis has supported both research concerned with the evolution of cultural meanings at a macro level (Boutyline et al. 2020; 
Kozlowski et al., 2019) and inference on values and cultural schemas at the micro level (Macanovic and Przepiorka 2021; Taylor and 
Stoltz 2020). Finally, computational methods have helped us understand the inner workings of science (McMahan and Evans 2018; 
Rona-Tas et al., 2019; Schwemmer and Wieczorek 2020) and supported new methodological tools (Nardulli et al. 2015; Zhang and Pan 
2019). 

This paper provides an overview of research leveraging the power of computational text analysis in sociological theory building and 
testing. To support further integration of novel text analysis methods into the sociological toolbox, this review is organized around 
method families and tasks they can assist with, rather than around the analyzed social phenomena (as in, for example, Edelmann et al., 
2020 or Evans and Aceves, 2016). This review first introduces dictionary methods that can help researchers quantify the presence of 
words related to concepts of interest–such as hate speech or populism–in textual data. Further, it discusses semantic and network text 
analysis methods that facilitate the identification of social actors and actions in text. Next, it describes methods that allow text to be 
numerically represented, helping researchers analyze complex meanings in text. Finally, it introduces unsupervised text clustering 
methods that facilitate exploratory analysis by grouping texts based on latent topics they contain and supervised text classification 
approaches that can automatically expand manual text analysis onto a large number of texts. 

The increasing number of applications using computational text analysis in sociology has spurred discussions concerning the 
reliability of large textual sources (Olteanu et al., 2019; Radford and Lazer 2019; Salganik 2017; Wagner-Pacifici et al., 2015), the 
practical challenges of collecting and analyzing textual data, and the consequences of introducing inductive computational methods 
into the sociological toolbox (Goldberg 2015). Further, these new developments have brought back to light old, but nevertheless 
extremely relevant discussions on the reach of sociological exploration of meaning in text (Lee and Martin 2015). As such concerns are 
inherent to any application using large textual data and computational methods, this review also outlines the main arguments raised in 
these discussions. 

This paper starts with a brief overview of the history of computer-assisted text analysis in sociology and then groups the variety of 
computational text analysis approaches into five major method groups. It briefly outlines the capabilities of each of the method groups 
and presents representative sociological studies that have used them. With a few exceptions, this review is limited to research pub-
lished in the last decade. Next, it discusses recent developments in text mining methodology that can further support sociological 
applications. Finally, this paper concludes by outlining major challenges surrounding new data sources and methods, summarizing 
fruitful ontological discussions in the field, and sketching the future of sociological study within the landscape of computational 
research. This review is not exhaustive nor technically detailed; rather, it aims to showcase the usefulness of text mining methods for 
different tasks at a high level with a hope of bringing them closer to a variety of researchers in the field. 

2. A brief history of text analysis in sociology 

Computational text analysis approaches recently used in sociology draw on existing methodological traditions. Some stem from a 
more quantitative text analysis tradition (e.g., dictionary methods, semantic and network analysis), some were mostly used in a more 
qualitative tradition (e.g., unsupervised text clustering), while others come from work at the intersection of the two. Before discussing 
new computational approaches, two dominant methodological traditions and their early use of computer-assisted text analysis are 
shortly introduced. 

The roots of quantitative text analysis in social sciences can be traced back to the proliferation of printed media in the early 20th 
century (Krippendorff 2004). These developments led to Speed’s pioneering research on newspapers in 1893 (Speed 1893) and Max 
Weber’s proposal of a large-scale systematic analysis of the press in 1910 (Krippendorff 2004). Modern quantitative text analysis in 
sociology largely stems from mass communication research on press and political propaganda conducted during the 1930s and 1940s 
(Krippendorff 2004). In line with these developments, Berelson defined content analysis as an “objective, systematic and quantitative 
description of the manifest content of communication” (Berelson, 1952: 18 cited in Crano et al. 2014:303). This definition was later 
broadened to also encompass latent aspects of textual content (Krippendorff 2004; Roberts 1989). 

Computers were used to assist with the quantitative analysis of large amounts of text (e.g., word counting) already in the late 1950s, 
with researchers hoping that automation could alleviate concerns surrounding the objectivity of human coders (Krippendorff 2004; 
Roberts 1989). Yet, the enthusiasm for computer-aided analysis has faded by the 1980s (Krippendorff 2004). In the early 2000s, 
Popping (2000) and Krippendorff (2004) discussed how computers can be used in quantitative text analysis for counting words and 
exploring semantic relationships in texts. Sections 3.1. and 3.2. discuss the contemporary successors of these computer-assisted 
solutions. 

Qualitative text analysis emerged in the second half of the 20th century as a reply to what was seen as the superficiality of results of 
quantitative analyses (Krippendorff 2004). Building on the tradition of hermeneutical analysis established in the humanities in the late 
19th century, qualitative approaches emphasized the importance of latent text content and the nature of texts as cultural products 
(Kuckartz 2014). Qualitative analyses, thus, call for deep reading by experts informed about the historical and social context the text 
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was generated in. Researchers should, further, avoid imposing their a priori theoretical expectations onto texts.2 Due to their inter-
pretative nature, qualitative analyses were mostly performed manually, with computers scarcely used to facilitate transcription, text 
handling, and manual analysis from the mid-1980s onwards (Gibbs 2014; Krippendorff 2004; Kuckartz 2014). As discussed in Section 
3, computers were used more extensively in qualitative text analysis only later. 

More recently, developments in the fields of Natural Language Processing and machine learning have offered new opportunities for 
using computers for text analysis in social sciences.3 Despite the rich tradition of quantitative computer-assisted text analysis, the 
recent breakthrough in the use of text mining in sociological research mostly came from a more qualitative tradition (e.g., the 2013 
issue of journal Poetics). Text mining has since been used to support (or replicate) diverse manual approaches to text analysis, ranging 
from quantitative network analysis (Goldenstein and Poschmann 2019b; Sudhahar et al., 2015a) and systematic manual coding 
(Macanovic and Przepiorka 2022; Rona-Tas et al., 2019) to qualitative hermeneutics (Mohr et al., 2013; Mohr et al. 2015) and 
grounded theory (Muller et al., 2016; Nelson 2017). Most importantly, however, computational approaches allow for both quantifi-
cation and nuanced reading of texts (Wiedemann 2016), closing the gap between quantitative and qualitative approaches to text 
analysis (DiMaggio et al., 2013; Wiedemann 2016). 

3. Text mining for sociological research 

This section provides an overview of several families of text mining methods, tasks they can assist with, and studies that exemplify 
their usefulness for sociological exploration. Table 1 gives a summary of reviewed methods and details on their representative ap-
plications in recent sociological work in several domains. In the Appendix, readers can find a list of accessible software tools for 
implementing the methods discussed in this section. 

3.1. Dictionary methods 

In text analysis applications, dictionaries denote lists of words related to a concept of interest.4 Dictionary methods automatically 
identify words from a dictionary in text and are, therefore, particularly useful in identifying and quantifying the presence of a concept 
of interest (e.g., offensive language) in large bodies of text. Researchers can rely on empirically validated pre-existing dictionaries, 
define their own dictionaries suited to a particular research question (Weber 1984), or combine these two types of resources. 

Pre-existing dictionaries are particularly useful when seeking concepts that have been identified in previous research–such as, for 
instance, words denoting positive or negative affect. Some such pre-existing resources have been extensively empirically validated. For 
example, the General Inquirer contains numerous dictionary categories indicating, just to name a few, emotions, political concepts, 
and aspects from motivation theory (Stone et al., 1966). Similarly, the Linguistic Inquiry and Word Count (LIWC) software dictionary 
contains 82 categories pertaining to different psychological processes (Pennebaker et al., 2015; Tausczik and Pennebaker 2010). A 
study by Golder and Macy (2011) uses the LIWC dictionary to identify positive and negative words in 509 million tweets from 2.4 
million individuals in 84 countries. Authors show that tweets, overall, tend to be more positive on weekends and in the mornings, 
finding support for the hypothesis that social media texts reflect biological rhythms. Similarly, Bail et al. (2017) use the LIWC dic-
tionary to identify elements of affective and rational language styles in social media posts. Their analysis of the content shared on social 
media by 92 organizations over 1.5 years supports the hypothesis on the existence of cycles of emotional and rational language in 
online discussions (Bail et al., 2017). 

While easy to use, pre-existing dictionaries have several limitations. First, they tend to be rather domain-specific: for instance, 
words usually marked as negative in general dictionary resources–such as tax or cost–do not have negative connotations in a financial 
context (Loughran and McDonald 2011). Therefore, dictionaries built to measure the same concept in different domains can deliver 
divergent results when applied to new data (Jaidka et al., 2020). Second, dictionaries have only been defined for some sociologically 
relevant concepts. To answer other research questions, researchers might need to develop their own dictionaries–for example, to 
identify populist language use by presidential candidates in the US (Bonikowski and Gidron 2016) or seek articles on economic 
inequality in newspapers (Nelson et al., 2018). 

Finally, pre-existing resources are often available in a limited number of languages. For instance, having worked with German- 
language data, Spörlein and Schlueter (2021) could not rely on any of the existing English-language dictionaries of ethnic hate. Au-
thors therefore created a custom dictionary to detect hateful posts in their dataset. Analyzing 5152 comments on YouTube videos of 
German political talk shows, they find evidence that previous hateful comments increase the probability of new comments also 
containing ethnic hate (Spörlein and Schlueter 2021). While they allow researchers to closely specify their concept of interest and 
fine-tune the search based on specific data, custom dictionaries can be time-consuming and challenging to create. Section 4 discusses 

2 The grounded theory approach exemplifies this tradition: rather than starting with a theoretical framework to organize texts, researchers allow 
categories to emerge during the process of reading (Kuckartz 2014).  

3 Natural Language Processing (NLP) denotes computational techniques for analyzing naturally occurring texts for, e.g., information retrieval, 
summarization, and machine translation (Liddy 2001). Machine learning (ML) is a field that uses insights from computer science and statistics to 
build algorithms that handle predictive tasks (Althbiti and Ma 2022). Both NLP and ML are at the intersection of the fields of Artificial Intelligence 
(AI) and Computer Science (CS). Text mining is a broad term denoting computer-assisted analysis of texts using techniques from NLP and ML (Hotho 
et al. 2005). In this review, the term “text mining” is used interchangeably with “computational” or “automatic text analysis”.  

4 Merriam-Webster, s.v. “Dictionary”, accessed March 18, 2022, https://www.merriam-webster.com/dictionary/dictionary. 

A. Macanovic                                                                                                                                                                                                           

https://www.merriam-webster.com/dictionary/dictionary


SocialScienceResearch108(2022)102784

4

Table 1 
Methods and studies surveyed in this review.  

Method Text mining used to Authors Dataset size Dataset source Time span Field 

Existing dictionary Identify concept of interest, evaluate the nature of texts (affect) Golder and Macy 
(2011) 

509 million short 
texts 

Social media (twitter) 2008–2010 Online discourse, individual 
states 

Identify concept of interest, evaluate the nature of texts 
(affective and rational language) 

Bail et al. (2017) 223 thousand short 
texts 

Social media (Facebook) 2011–2012 Online discourse 

Custom-made 
dictionary 

Identify concept of interest (hate speech) Spörlein and 
Schlueter (2021) 

5152 short texts Social media (YouTube) 2015–2017 Social media discourse, social 
influence 

Semantic and 
network analysis 

Identify actors and directionality of actions (social actors, 
oppressive acts) 

Franzosi et al. (2012) 1332 medium- 
length texts 

News data 1875–1930 Public discourse, social 
action 

Identify actors and directionality of actions (actors in political 
sphere, acts of speech) 

Van Atteveldt et al. 
(2008) 

5988 medium- 
length texts 

News data 2006 Political communication 

Identify actors, directionality and polarity of actions (actors in 
political sphere, acts of speech) 

Sudhahar et al. 
(2015b) 

130 thousand 
medium-length 
texts 

News data 2012 Political communication 

Language 
representations 

Measure similarity of language used by different actors 
(cultural embeddedness) 

Goldberg et al. (2016) 10.2 million short 
texts 

Communication data 
(internal e-mails) 

2009–2014 Sociology of organizations 

Measure the likelihood of words appearing in a context 
(ambiguity in scientific communication) 

McMahan and Evans 
(2018) 

1.9 million short 
texts 

Scientific data (research 
article abstracts) 

1974–1995 Sociology of science 

Track relationships between cultural categories over time 
(categories of social class) 

Kozlowski et al. 
(2019) 

Millions of long 
texts 

Books/official publications 1900–2012 Cultural sociology, social 
stratification 

Unsupervised text 
clustering 

Identify frames in text (public funding) DiMaggio et al. 
(2013) 

8000 medium- 
length texts 

News data 1986–1997 Public discourse, cultural 
sociology 

Identify concept of interest in text, track its evolution (framing 
of Islam) 

Törnberg and 
Törnberg (2016a, b) 

50 million short 
texts 

Social media (online forum) 2000–2013 Public discourse, cultural 
sociology 

Identify differences in use of concepts in texts (topics 
emphasized by different social actors) 

Nelson (2021) 1131 medium- 
length/long texts 

Books/official publications 1900–1975 Public discourse, cultural 
sociology, social action 

Identify the leaning of texts towards concepts of interest 
(methodological leaning) 

Schwemmer and 
Wieczorek (2020) 

8737 short texts Scientific data (research 
article abstracts) 

1995–2017 Sociology of science 

Supervised text 
classification 

Expand manual coding (identification of motives and moral 
norms) 

Macanovic and 
Przepiorka (2021) 

1.9 million short 
texts 

Communication data (online 
marketplace) 

2013–2017 Individual states, economic 
sociology 

Expand manual coding, evaluate the consistency of manual 
coding (identification of uncertainty in scientific 
communication) 

Rona-Tas et al. (2019) 115 medium- 
length/long texts 

Official documents (risk- 
assessment documents) 

2000–2010 Public discourse, sociology of 
science  
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recent methodological developments that facilitate the creation of such dictionaries. 

3.2. Semantic and network text analysis 

While dictionary analysis can quantify the nature of the text (e.g., its affect) or identify the presence of concepts of interest in data 
(e.g., whether the text contains hate speech), other algorithms are able identify the presence of certain social actors and the nature of 
their social action in text. Such methods especially facilitate narrative analysis (Popping and Roberts 2015). Semantic text analysis 
identifies the so-called “Subject-Action-Object” (SAO) triplets in text by assigning semantic roles to words in a sentence. These triplets 
can then be mapped to social actors and their actions towards other actors (Franzosi 1989; Popping 2000; Roberts 1989). Network 
analysis further evaluates words as nodes and relationships between them as links (Carley 1999; Carley and Palmquist 1992; Lee and 
Martin 2015; Popping 2000), mapping the directionality and strength of relationships identified in text.5 

A study by Franzosi et al. (2012) showcases how semantic and network analyses can assist precise identification of social actors in 
large textual data. Authors identify social actors and actions in 1332 newspaper articles related to 392 lynching events occurring in 
Georgia, US, between 1875 and 1930. By doing so, they are able to quantify the extent to which African Americans (receiving actors) 
were victimized (directed action) by mobs and the law enforcement (giving actors) and show how the mobs pressured law enforcement 
to impose the “lynch law” (Franzosi et al., 2012). Van Atteveldt, Kleinnijenhuis, and Ruigrok (2008) show how semantic text analysis 
can be combined with hypothesis testing. Analyzing 5988 newspaper articles, authors find that powerful political parties receive more 
attention in the press (van Atteveldt et al., 2008). A study by Sudhahar and colleagues (2015b) shows how network analysis can be 
used to evaluate the valence of relationships between actors identified in text. Analyzing 130 thousand news articles about the 2012 US 
presidential elections, authors show that republican politicians speak more negatively of democratic politicians than vice versa 
(Sudhahar et al., 2015b).6 

3.3. Language representations 

So far, this review explored how text mining can be used to capture the existence of concepts and identify social actors and their 
actions in textual data. Researchers can also rely on word occurrences and co-occurrences to capture differences in language used by 
various actors and capture complex meanings embedded in texts. The simplest approach of this kind includes converting a textual 
corpus into a so-called Document-Term Matrix (DTM) where every matrix row represents a text, every column a word, and every field 
the number of times each word appears in each text.7 One row of such a Document-Term Matrix contains counts of all words in an 
individual text, effectively serving as its simple numeric vector representation. Goldberg et al. (2016) use such vectors to analyze more 
than 10 million emails exchanged in an organization and capture each employees’ embeddedness in organizational culture. Authors 
capture cultural embeddedness by calculating the distance between vectors representing incoming and outcoming emails of each 
employee. Their analysis shows that higher levels of employee cultural embeddedness can compensate for less beneficial network 
positions in organizational structure and support organizational attainment (Goldberg et al., 2016). 

Some research questions call for consideration of the linguistic context of each word (i.e., the few words preceding and following 
it). In such applications, researchers can compute the conditional probability of a word occurring in a certain position in text based on 
the words that precede it (Jurafsky and Martin 2009). McMahan and Evans (2018) rely on a similar model of language generation to 
capture the concept of ambiguity in scientific research. This model allows authors to assess the probability of a word taking a certain 
meaning given its linguistic context: the more synonyms of a word occur in the same context across the body of relevant texts, the more 
ambiguous the word’s meaning. Authors combine this information with networks of scientific citations and confirm the hypothesis that 
scientific papers using more ambiguous language receive less fragmented citations–thus showing how ambiguity stimulates scientific 
discovery (McMahan and Evans 2018). 

Texts can be transformed into numbers in a yet more complex manner by using the so-called distributed text representations 
(Mikolov et al., 2013a, b). These representations–word embedding models–represent words as vectors in a dense high-dimensional 
space where words that occur in similar contexts across the analyzed body of texts are positioned close to each other in space 
(Mikolov et al. 2013a, b). Compared to other methods, word embedding models are particularly suited for representing multifaceted 
associations between words and capturing cultural nuances of meaning in large, complex textual corpora (Kozlowski et al., 2019). 
Existing evidence indicates that word embedding models map meaning in texts in a manner comparable to human mapping (Utsumi 
2020). 

A study by Kozlowski and colleagues (2019) shows how word embedding models can capture complex cultural categories and 

5 For instance, take the following sentence: “A criticized B”. Semantic analysis can help us identify that person B is the object of person A’s 
criticism; network analysis will further link persons A and B with a negative tie – since criticism implies a negative relationship. Similarly, if A and B 
appear in a similar relationship in multiple sentences in the text, the strength of their tie can be adjusted to reflect this.  

6 See Goldenstein and Poschmann (2019b) for a text-mining implementation of map analysis as defined by Carley (1999), another approach that 
considers relationships between concepts in text.  

7 Such representations are called discrete text representations; they treat words independent of the context they appear in within the sentence 
(“bag-of-words”). While rather simple, this approach is very effective in text mining (Hopkins and King 2010; Nelson et al., 2018). DTMs can be 
further adjusted to account for, for example, infrequently occurring words (Aggarwal 2018). These matrices are also used as inputs for machine 
learning methods (see Sections 3.4. and 3.5). 
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relationships between them. Authors represent words found in millions of books published over a century as 300-dimensional vectors 
and use these vectors to construct cultural dimensions of social class–such as affluence or status–and track their positions in the 
language vector space over time. This approach allows for a very granular analysis of the dynamics of cultural dimensions of class: for 
example, while education was associated with affluence through sophistication in the 1900s, by the 1990s this association became 
direct (Kozlowski et al., 2019). Other studies have leveraged the power of word embedding models to trace the evolution of gender 
stereotypes using a large corpus of print media (Boutyline et al., 2020) and explore the relationship between the public discourse 
surrounding the coronavirus pandemic and the tendency of residents to socially distance in different communities (van Loon et al., 
2020). 

3.4. Unsupervised text clustering 

In applications that seek to identify broad ways in which concepts are discussed in text, researchers can rely on unsupervised 
machine learning methods that automatically cluster words, groups of words, and texts into similar groups (Aggarwal and Zhai 2012a). 
Unlike some of the previously discussed methods that require a specification of initial theoretical expectations (i.e., defining words that 
correspond to a specific phenomenon of interest when using dictionary methods), unsupervised clustering allows for exploratory 
analyses in which concepts of interest (inductively) emerge from texts (DiMaggio et al., 2013). Following an influential issue of the 
journal Poetics in 2013,8 sociological literature has mostly relied on algorithms that allow for both word- and text-based clustering: 
topic modelling algorithms.9 The most widely-used topic modelling approach is the Latent Dirichlet Allocation (LDA) (Blei 2012). LDA 
sees each text as a distribution of topics, and each topic as a distribution of words. The algorithm finds the “hidden” topic structure by 
evaluating words that tend to occur together more frequently than they would by chance and grouping them into a topic; each text is 
then assigned to (some of) these topics based on the words it contains (Blei 2012; DiMaggio et al., 2013). Given their content, some 
topics can be mapped to meaningful analytical categories of interest (see also Section 5.3.). 

In a landmark study, DiMaggio et al. (2013) use the power of unsupervised text clustering to identify topics that capture how the 
governmental support of the arts was framed in the US media between 1986 and 1997. By analyzing 8000 newspaper articles, authors 
discover that, while the governmental support for the arts started off as a noncontroversial topic, legislative shifts after the takeover of 
the Congress by the Republican party have led to cultural wars surrounding the arts financing. Rather than seeking theoretical concepts 
such as frames, Törnberg and Törnberg (2016b, 2016a) use topic modelling to identify topics (and, thus, texts) that contain discussions 
of Islam and Muslims in a large Swedish online forum. They complement the topic model analysis of 50 million forum posts with a 
manual analysis to find that Muslims tend to be portrayed as linked to conflict, terrorism, violence and sexual abuse in the analyzed 
forum; this portrayal is also more pronounced online than in traditional media (Törnberg and Törnberg 2016b). In another study on the 
same data, Törnberg and Törnberg (2016a) use topic modelling to identify texts where feminism and Islam are jointly discussed within 
the same topic. Analyzing these texts, authors find that forum users evoke feminism in a rhetorical strategy to attack Islam rather than 
to convey genuine support for gender equality. 

An extension of standard topic model approaches, Structural Topic Models (STM) allow researchers to also include non-textual 
covariates into their models (Roberts et al. 2016). Nelson (2021) leverages the power of such a model to analyze texts published 
by different women’s movement organizations during the first and second waves of mobilization in Chicago and New York. Using an 
STM allows the author to include text authorship into the model and identify topics most used by organizations across mobilization 
waves and cities. This analysis revealed an unexpected finding: while there were differences in discursive strategies used by organi-
zations in two mobilization waves, the inter-city differences between movements within individual waves were even more substantial 
(Nelson 2021). 

Sociologists can rely on another family of unsupervised clustering methods–scaling methods–to estimate the position of texts 
between two conceptual extremes (Slapin and Proksch, 2008) such as the political left and right. Schwemmer and Wieczorek (2020) 
use this method to arrange 8737 abstracts in sociology publications across the quantitative-qualitative method axis. By doing so, 
authors discover that methodological approaches remain closely tied to research areas and topics; yet, the preference for quantitative 
methodology has been marginally increasing over time across the field as a whole (Schwemmer and Wieczorek 2020). 

3.5. Supervised text classification 

Some sociological applications lend themselves to manual systematic text coding. This is particularly the case if researchers have 
already defined the theoretical concepts of interest whose presence can be best identified by trained human coders. Such concepts are 
often complex, co-occurring with other concepts, or difficult to infer from individual words. Researchers can leverage supervised 
machine learning classification methods to automatically expand (systematic) manual coding onto a large number of texts. These 
methods infer word patterns that characterize different coding categories (Nelson et al., 2018) and then use these patterns to code new, 
previously unseen texts. While such algorithms replicate trained human coding using complex schemes rather well (Hoover et al., 
2020; Macanovic and Przepiorka 2022; Nelson et al., 2018), they are currently only scarcely used in the field. 

Macanovic and Przepiorka (2021) manually code 2000 texts to infer motives that drive buyers in online markets to write feedback 
about their transactions. Using supervised machine learning, authors are able to expand this manual coding onto 2 million feedback 

8 vol 41, Issue 6 – December 2013.  
9 For an application that uses an unsupervised clustering method other than topic modelling, see, for example, Bastin and Bouchet-Valat (2014). 
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texts and granularly explore the role of different motives in generating feedback after various market experiences. Their analysis shows 
how other-regarding motives present an integral element of the successful functioning of large-scale anonymous online marketplaces 
(Macanovic and Przepiorka 2021). Rona-Tas et al. (2019) use supervised methods to code complex food safety risk assessments for the 
level of scientific uncertainty they express. Authors not only show how supervised methods can assist automatic coding of a large 
number of complex texts, but also use the analytical rigor of machine learning algorithms to explore whether their coding scheme 
contains internal inconsistencies caused by human coders (Rona-Tas et al., 2019). 

Recent methodological work has also used supervised classification in combination with textual and other data to identify events of 
interest in social media. The Social, Political and Economic Event Database (SPEED) uses supervised machine learning to detect civil 
unrests in a global archive of news reports (Nardulli et al., 2015). The Collective Action from Social Media (CASM) system also uses 
these methods as a part of its detection of offline collective action in social media posts (Zhang and Pan 2019). 

4. Promising future developments 

This section discusses promising developments in text mining methodology that can be of interest to sociologists. These de-
velopments include improvements in dictionary creation and analysis, new tools that facilitate semantic and network analysis, ad-
vances in the accessibility of text representation and machine learning models, and the use of deep learning methods for text analysis. 

Creating custom dictionaries can be difficult if researchers have to inspect a large number of texts in order to select a sufficiently 
wide set of words corresponding to their concepts of interest. Recent work has introduced methods that rely on the concept of word 
keyness from computational linguistics to facilitate discovery of words of interest in unstructured text (King et al. 2017) and simplify 
automatic dictionary creation from manually coded data for multiple coding categories (Macanovic and Przepiorka 2022). New 
software implementations also allow for more precision in dictionary analysis: they can account for words that adjust or change the 
valence of the word of interest.10 

Methods that perform automatic semantic and network analysis can be computationally demanding. For example, the study of 
Franzosi et al. (2012) discussed in Section 3.2. explored as many as 7070 semantic triplets. New software implementations allow for 
faster and more precise extraction of relevant semantic categories from large bodies of text (Nguyen et al., 2021; Welbers et al. 2021). 
Researchers can also use user-friendly tools such as the ConvoKit (Cornell Conversational Analysis Toolkit) to explore deceptive be-
haviors, power relations, and structural differences in language used by different social actors (Chang et al., 2020). 

As discussed in Section 3.3, language representations can assist researchers in exploring the evolution of language and cultural 
meanings in large textual data. Recently developed approaches facilitate such analyses: generalized word shift graphs allow re-
searchers to identify words that contribute to differences between texts (Gallagher et al., 2021), while the Concept Mover’s Distance 
allows the comparison of texts to an “ideal” text (Stoltz and Taylor 2019).11 The increased popularity of word embedding models 
(discussed in Section 3.3.) has led to the development of models based on various textual resources. For instance, a recent project 
compiled language models in 157 different languages (Grave et al., 2018). Developments in transfer learning allow language models 
built in one domain to be used in other domains (Pan et al. 2012), providing sociologists with a range of pre-existing language 
representations. 

In the last several years, new developments in deep learning have further improved the quality of language representations. 
Resembling human information processing, deep learning algorithms iteratively transform the initial (textual) information input into 
more and more abstract representations (Chatsiou and Mikhaylov 2020; Minaee et al., 2021). Recently developed transformer models 
are capable of assessing the plurality of contexts in which the same word can occur in text (Vaswani et al., 2018), thus capturing the 
nuances of meaning even better than simpler word embedding and deep learning models. Finally, software implementations (see the 
Appendix) of language representation models are becoming increasingly accessible, allowing sociologists to easily build custom 
models suited for answering specific research questions. 

New semi-supervised clustering models allow researchers to specify words around which topics should be formed and include non- 
textual covariates into their models (Eshima et al. 2020; Watanabe 2021). Such approaches combine unsupervised topic models, STMs 
(see Section 3.4.), and supervised text classification (see Section 3.5.). Finally, developments in deep learning discussed in the previous 
paragraph have the potential to bring the performance of both supervised and unsupervised machine learning methods even closer to 
the quality of expert human analysts. Although there appear to be no sociological applications using these methods in text analysis at 
the time of writing,12 given their growing popularity in other fields, excellent performance, and the increasing availability of accessible 
tools (e.g., Wolf et al., 2020), these methods will most likely replace simpler machine learning implementations. 

10 For instance, they recognize that the sentence “Person A is not successful” is not in fact positive, since the positive word “successful” is preceded 
by a negation (e.g., Naldi 2019).  
11 In an example study, authors define two “ideal” concepts of moral views (the conservative idea of a “strict father” and the liberal idea of a 

“nurturing parent”) and rank the US State of Union Addresses given their similarity to these “ideal” concepts (Stoltz and Taylor 2019).  
12 The only exception being the CASM tool (Zhang and Pan 2019) that uses deep-learning recurrent neural networks for text classification as a part 

of its event identification procedure. Note that some widely used word embedding models, such as those discussed in Section 3.3., also use neural 
networks used in deep learning algorithms. Yet, since these models contain only one neural network layer, they are not considered deep learning. 
The Appendix lists several tools for building (deep learning) word embedding and other supervised and unsupervised machine learning models. 
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5. Challenges of text mining for sociological research 

As discussed in Section 3, sociological studies using text mining explore large textual datasets with the help of methods adopted 
from computer science. This inclusion of new data sources and methods into the sociological toolbox comes with several challenges to 
conventional methodological practices. Using (computational) text analysis to infer knowledge about the social world also includes an 
(implicit) assumption that meanings can be extracted, at least to an extent, from textual data. Thus, the use of text mining in sociology 
has reignited discussions on the possibility of capturing implicit meaning in text (Bail 2014). Since sociological applications using text 
mining are bound to face such considerations pertaining to data, methods, and the limits of meaning extraction, this section provides a 
brief overview of related challenges and discussions in the field. 

5.1. Specific considerations of working with large textual data 

While social scientists conventionally had to compromise between data size and depth, developments in digitization and data 
generation online brought the possibility of leaving such limitations behind (Manovich 2011). This review discusses studies using large 
textual datasets containing as “few” as one thousand texts (Nelson 2021) or as many as 509 million tweets (Golder and Macy 2011). 
Especially the data generated online allow researchers to capture numerous traces of actual human behaviors in real-life situations and 
in real time (Radford and Lazer 2019), providing insights beyond what sociologists can collect using traditional research methods 
(Housley et al., 2014). Such data can be obtained from various platforms (e.g., API access provided by Twitter) or collected using 
user-written scripts that automatically browse (“crawl”) website pages and download the data. Many online platforms, however, 
impose technical and legal restrictions on content collection (Olteanu et al., 2019). The Appendix lists several tools that can assist 
researchers in collecting textual data online. 

Collecting large textual data can help overcome the obtrusiveness of other data collection methods (Golder and Macy 2014) and the 
problems of recall and nonresponse biases arising in survey research (Dex 1995). Yet, these data were most often not created with 
specific research questions in mind. Therefore, they tend to lack relevant information of interest to researchers–such as the charac-
teristics of the authors of individual texts (e.g., their education level, socioeconomic status, individual psychological features), the 
context in which text was generated (Bail 2014; Boyd and Schwartz, 2021), or the relevant information about the texts themselves (e. 
g., the Google Books corpus that contains millions of books often lacks reliable meta-data). To address this challenge, researchers can 
combine different big data sources (van Loon et al., 2020), integrate big data with conventional sociological data sources (e.g., survey 
data) (Salganik 2017), or complement “thin” textual data with experimental work or follow-up surveys (Boyd and Schwartz, 2021). 
Further, researchers should collect textual data in a theory-guided manner, considering the additional information that is necessary to 
answer their research question. 

Finally, while researchers have control over sampling in survey research, large textual data obtained online suffer from the illusion 
of completeness. While appearing comprehensive, they contain biases stemming from platform design, (self-)selection into platforms 
and databases, and restrictions in data accessibility imposed by the platforms (Manovich 2011; McFarland et al. 2016; Pechenick et al. 
2015). Olteanu et al. (2019) provide an extensive survey of issues arising when using such data. 

5.2. Text differs from conventionally used quantitative data 

To make use of large amounts of text in sociological analyses–whether descriptive or hypothesis-based–textual data needs to be 
transformed into manageable input. Yet, text substantively differs from conventional quantitative data used by sociologists. Textual 
data are high dimensional (Gentzkow et al., 2019) and sparse (Aggarwal and Zhai 2012b). Concerning the former, even a small number 
of texts can contain thousands of unique words: capturing the position of each word in its context within each text requires a 
high-dimensional data representation. Concerning the latter, each text might contain only a small number of words, while the number 
of words across all considered texts can be rather large. While modern text mining algorithms can handle sparse high-dimensional data, 
including the abundance of textual information into the analysis does not necessarily improve the performance of text mining methods 
(Grimmer and Stewart 2013). On the contrary, working with sparse data and too many variables can easily lead to model overfitting 
(Aggarwal 2018; Aggarwal and Zhai 2012b; Gentzkow et al., 2019). 

Researchers must, therefore, first reduce the dimensionality and sparsity of the data. To decrease the number of features (e.g., 
words) entering the analysis, one can consider only some textual elements (e.g., removing infrequently occurring words) and use 
automatic methods to retain only those features that are useful in text mining analyses (Grimmer et al. 2021). Researchers can further 
simplify text representations by disregarding the context in which each word appears (e.g., the “bag-of-words” approach, see also note 
7) (Gentzkow et al., 2019) or using word vector representations such as those described in Section 3.3. Especially when working with 
machine learning methods, researchers need to be aware of the dangers of overfitting to the data they use to train their models. To 
check for overfitting, researchers can split their dataset into several subsets–one on which the model is “trained” and one on which it is 
“validated”. If the model performs rather well on the former, but poorly on the latter subset, there is likely overfitting (Domingos 
2012). On top of the proper data preparation discussed above, researchers can also choose algorithms that are less prone to overfitting 
(Hartmann et al., 2019) or look for more complex solutions to combat this issue (see, for instance, Aggarwal and Zhai 2012b). 

5.3. Validity of constructs extracted from text can be challenging to establish 

As this survey shows, automatic text analysis can be used for a variety of tasks in social science research–from quantifying concepts 
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of interest to performing an exploratory analysis. The prospect of using text mining to identify and quantify relevant concepts in text 
has reignited the deeply-rooted sociological discussions on whether the meaning expressed in text can be summarized into quantifiable 
categories that reflect ontologically real social entities (Ignatow 2016; Lee and Martin 2015) or if the embeddedness of meaning in the 
ever-changing cultural and historical context can be understood only holistically, through nuanced interpretation and deep reading 
(Biernacki 2012; Shklar 1986). This question is not unique to text mining applications–it poses a broader question as to whether the 
outcome of any text analysis accurately captures the meaning contained in textual content. The majority of sociological work using text 
mining appears to take a middle-ground stance along the following lines: while texts indeed reflect subtle socially situated consid-
erations, they also do encompass some “objective” truths of social life, allowing inference on social phenomena (Ignatow 2016; 
Ignatow and Mihalcea 2017; Taylor and Stoltz 2020).13 This approach has the potential to dissolve many barriers between these 
somewhat contrasting “positivist” and “hermeneutic” views (Edelmann and Mohr 2018; Mohr et al., 2015; Wagner-Pacifici et al., 
2015). 

Some researchers emphasize how automatic analysis can support transparent and objective identification and quantification of 
(socially) meaningful phenomena in text (DiMaggio et al., 2013; Mohr 1998; Mohr and Bogdanov, 2013). In this view, for example, 
topics obtained with topic models discussed in Section 3.4. correspond to actual frames, narratives, or discourses inherently present in 
text (Pääkkönen and Ylikoski 2021). Other researchers suggest that, rather than helping identify “ontologically real” social phenomena 
in texts, text mining can facilitate the interpretative analysis with the researcher “in charge” (Breiger et al. 2018). Using the topic 
modelling parallel again, topics are not mapping “real” social phenomena, but rather assisting researchers with “debiased” deeper 
reading and qualitative analyses (Mohr et al., 2013; Pääkkönen and Ylikoski 2021; Törnberg and Törnberg 2016a). 

Grimmer et al. (2022) suggest that researchers are unlikely to recover a single “true” underlying concept of interest contained in 
texts. There is no single best way to seek meaning: different text mining methods can help capture relevant aspects of text as per one’s 
theoretical framework. Automatic methods are merely tools to enhance and augment human analysis; their performance, therefore, 
needs to be validated against a (human) reference (Grimmer et al., 2022). The validation step depends on the approach and the 
research question: it can range from comparing the performance of automatic methods to a golden standard of expert manual coding 
(e.g., when it comes supervised text classification) to deep reading of a sample of texts by researchers (e.g., when it comes to unsu-
pervised text clustering). Therefore, text mining methods are as good at extracting and quantifying meaning from texts as the 
researcher who implements them. Further, recent work has taken up more extensive validation of concepts measured in text against 
comparable measurements obtained through survey methods (Kross et al., 2019; Pellert et al., 2022; Tay et al., 2020). 

5.4. Methodological and ethical challenges surrounding text mining 

Especially the introduction of text mining methods that inductively seek patterns in text (to capture relationships between words 
using vector representations described in Section 3.3, cluster texts into topics as discussed in Section 3.4, or find word patterns that best 
match different coding categories as shown in Section 3.5.) has raised questions about their compatibility with conventional research 
practices in sociology (Mohr et al., 2013). Yet, the inductive nature of methods themselves does not imply inductive analysis. Nelson 
(2017) shows how text mining can be used at different stages of the research process, from exploratory analyses to the validation of 
researchers’ interpretations.14 Once text mining helps researchers identify (and quantify) concepts of interest in text, the identified 
information can be used in either more exploratory (and deductive) analyses, or as input for strict deductive hypothesis testing (see, in 
this review, van Atteveldt et al., 2008; Bail et al., 2017; van Loon et al., 2020; also see van de Rijt et al., 2013).15 More generally, 
researchers have also discussed how using inductive methods in general could initiate a rethinking of conventional variable-based 
approaches in sociology (Wagner-Pacifici et al., 2015), inspire new ways of conceptualizing theoretical discovery (Goldberg 2015), 
and ignite sociological imagination (DiMaggio 2015). 

When it comes to practical applications, text mining analyses are often complex and call for numerous decisions regarding data 
preparation, model choice, result interpretation, and validation (Macanovic and Przepiorka 2022; Nelson 2019; Nelson et al., 2018). 
For instance, it has been shown that different data preparation pipelines can lead to vastly different outcomes when working with text 
mining methods (Denny and Spirling, 2018; Uysal and Gunal 2014). Similarly, different choices of the number of topics to be identified 
by topic models can lead to completely different topic structures and interpretations. Newer sociological work explicitly emphasizes 
the importance of transparency in text mining implementations (Goldenstein and Poschmann 2019a; Nelson 2019). In this vain, recent 
contributions have evaluated how data preparation, model choice and specification, and software implementation decisions all affect 
the performance of text mining methods (Macanovic and Przepiorka 2022; Nelson et al., 2018). This is especially relevant when 
working with complex models–such as deep learning algorithms discussed in Section 4. By calling for clear reporting of such 
researcher-made decisions, these contributions set the stage for a systematic development of best practices for sociological research 
using text mining. 

Due to their inductive nature, language models and machine learning methods (see Sections 3.3, 3.4, and 3.5) are prone to 

13 Researchers holding different views all approach this question in a very nuanced manner. For instance, while they take a somewhat more 
“positivist” approach when using topic modelling, Mohr and Bogdanov clearly emphasize the importance of well-informed heuristic work at the 
stage of model interpretation (Mohr and Bogdanov, 2013).  
14 Baden et al. (2020) discuss a similar approach in communication science.  
15 Work in other social scientific fields showcases the potential of this approach (Gentzkow et al. 2019; Ghose et al. 2009; Kacewicz et al., 2014; 

Tausczik and Pennebaker 2010). 
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algorithmic bias stemming from the fact that these algorithms are designed by humans and learn patterns from human-generated data 
(Chatsiou and Mikhaylov 2020; Waseem 2016). For example, research has shown that hate speech detection systems that use su-
pervised classification learn and reproduce biases from manually coded data they received as input, effectively discriminating against 
the groups they were initially designed to protect (see, for example, Davidson and Bhattacharya 2020). In this light, calls for “algo-
rithmic fairness” emphasize the need to remedy discriminatory and harmful representations of certain groups in big data (Whittaker 
et al., 2018). Researchers should, therefore, be mindful of potential biases present in their data prior to using machine learning 
methods. 

Finally, new ethical questions arise around the collection, use, and storage of large data sources collected online (Radford and Lazer 
2019; Salganik 2017). Unlike participants in survey, interview, or experimental studies, individuals who engage in everyday online 
activities do not provide their consent to researchers as explicitly (Salganik 2017).16 Further, data generated online can be easily linked 
across online platforms and sources if not adequately anonymized (Salganik 2017), possibly allowing for the identification of in-
dividuals without their consent. Finally, the ethics boards of research institutions, at times, lag behind the dynamic needs of new 
digitalized environments and computational applications (Neuhaus and Webmoor 2012). 

6. Conclusions 

Advances in digitization and computing have inspired a range of applications using computational methods to analyze large-scale 
behavioural data in the emerging field of computational social science (Lazer et al., 2020). The proliferation of digitalized textual data 
about the present and the past provides exciting opportunities for advancing the exploration of the social through text. While the 
inclusion of text mining into the sociological toolbox has not always been straightforward (Ignatow 2016), sociologists have been 
increasingly relying on large textual data and powerful computational tools to test a range of sociological theories. This review 
summarizes how different text mining tools have been used by sociologists in various analytical tasks across research questions and 
methodological traditions. 

As discussed in Section 3, sociologists have used text mining in a range of theory testing applications–from exploring individual 
values and cultural embeddedness, to analyzing shifts in public discourse and cultural categories over time. Text mining has proven 
useful in enhancing both more quantitative and more qualitative text analysis approaches. As this review shows, computational text 
analysis has supported sociological inquiry in multiple ways: by assisting the identification of texts of interest in large datasets (e.g., 
with the help of dictionary methods in Spörlein and Schlueter 2021 or topic models in Törnberg and Törnberg 2016a), facilitating the 
understanding of agency through the identification of social agents and their actions in text (e.g., using semantic analysis in Franzosi 
et al., 2012), tracking complex concepts by evaluating word occurrences in specific contexts (e.g., evaluating ambiguity of meaning as 
in McMahan and Evans (2018) or capturing cultural categories as in Kozlowski et al., 2019), discovering the underlying topic structure 
in large textual datasets (e.g., frame identification in DiMaggio et al., 2013), or expanding complex patterns of manual coding onto a 
large number of texts (e.g., automatic text coding in Macanovic and Przepiorka 2022). These tasks were performed on a variety of large 
textual sources, including vast collections of short social media texts from social media platforms and large collections of digitized 
news, political texts, and books. Increased accessibility and availability of advanced computational methods discussed in Section 4 and 
the Appendix promises an even wider adoption of text mining methods in sociological applications. 

This review reveals several regularities in sociological work using text mining in theory testing. First, despite the existence of 
systematic resources on text mining for social science applications (e.g., Grimmer et al., 2022; Ignatow and Mihalcea 2017), most 
studies still retain a strong methodological focus. This reflects a lack of broad consensus on the place of text mining in the sociological 
toolbox. Yet, rich methodological and ethical discussions outlined in Section 5 have helped formulate the limits of and best practices in 
using computational text mining methods in sociological exploration. Second, despite the challenges arising from the character of 
(large) textual data and the inductive nature of some text mining methods, work in the field shows how information can be mean-
ingfully extracted from text and combined with other variables of interest for use in both inductive and deductive theory-based 
research. Finally, while Section 5 indicates that the consensus on all these questions seems to be forming, extensive discussions 
remain essential for the broader integration of new text analysis methods into the field at large. 

On the one hand, new developments in data and methods are bound to keep expanding the horizon of sociological research. 
Training students to use programming languages and tools that can tackle the abundance of textual data will help advance sociological 
exploration of text and customize methods to suit the needs of our field. Once acquired, these skills can help researchers extend their 
analyses to other types of complex data that can be processed using similar methods–such as image (Torres and Cantú 2022), video, 
location, and audio data (Lazer et al., 2020). Better integration of big data with conventional data collection infrastructures (such as 
survey or interview data) can further help adapt new sources to researchers’ needs. Furthermore, the nature of computational social 
science has the potential to stimulate (even) more interdisciplinary collaborations. More broadly, powerful computational tools do not 
only assist us in data preparation and analysis, but can also support our quest for relevant scientific puzzles (Evans 2020). 

On the other hand, the methodological and ethical challenges will likely become even more salient as data generated online become 
more and more suited to particular (private) platform goals (Lazer et al., 2020). With the advancement of new web technologies (e.g., 

16 Some social media platforms have been developing clear guidelines on the possible uses of their data. For example, Twitter’s Privacy Policy 
outlines that, by posting tweets to the platform, users direct Twitter to “disclose the information as broadly as possible, including through our 
(Twitter’s) APIs, and directing those accessing the information through our APIs to do the same” (Twitter n.d.). This includes use by researchers, 
who can easily access such Twitter data (Twitter Developer Platform n.d.). 
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Web 3.0) the data are bound to become even more complex, the sampling procedures more difficult to track, and the integration with 
external data sources more challenging. The increasing complexity of cutting-edge computational text analysis methods can deem 
them more difficult to understand and implement for social scientists–and the rapid development of new tools will require researchers 
to constantly acquire new skills at a much faster pace than before. These challenges become even more salient in the light of somewhat 
slow initiatives within universities to strengthen interdisciplinary collaborations, develop new data and research infrastructures, and 
design ethical and regulatory frameworks that follow developments in computational social science (Lazer et al., 2020). 

The goal of this review was to inspire sociologists from different fields and research traditions to consider large textual data and 
various text mining tools and find them a place in their toolboxes. How can our field, with the existing methodological practices so 
established, best embrace these new developments? It is useful to consider suggestions that inductive approaches can spark socio-
logical imagination (Evans and Aceves, 2016; Goldberg 2015) and that the wealth of new data sources can allow us to overcome the 
limitations of variable-based sociology and tedious manual text analysis (DiMaggio et al., 2013; Wagner-Pacifici et al., 2015). Text 
mining methods can augment our analytical capabilities and help overcome many problems arising in manual text analysis (Grimmer 
et al., 2022). Yet, more data and more method complexity do not guarantee success on their own. This is why it is important to keep in 
mind the importance of theory testing, precise measurement, and causal inference in scientific discovery (Grimmer et al., 2021). In 
conclusion, as Grimmer et al. (2021) note, as researchers, we need to be careful not to confuse data abundance with progress and 
remain aware of the lessons learned from working with scarce data in social sciences. 
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Appendix: Text Mining for Social Science – The State and the Future of Computational Text Analysis in Sociology 

This appendix presents a number of accessible tools that can assist researchers in using computational methods for text analysis of 
large datasets. Tables A.1. to A.5. mirror the structure of Section 3 in the main paper. That is, they list tools that can assist analyses 
using: dictionary approaches, semantic and network analysis methods, language representations, unsupervised text clustering, and 
supervised text classification machine learning methods. Additionally, Table A.6. includes tools for obtaining (textual) data from 
online platforms and web pages. These tools are written in widely-used programming languages (mostly R and Python), but also 
include some stand-alone programs. For each of the listed tools, readers can find the programming language it is implemented in, tasks 
it can be used for, and a link to an online reference containing further details. Given the dynamic development of new tools, this list of 
tools is in no way extensive; it should, however, include some of the most widely utilized and most user-friendly tools for large-scale 
text mining applications.  

Table A.1 
Tools for dictionary method implementations  

Tool Language Purpose Link 

CoreNLP Java Evaluate texts using a sentiment dictionary https://stanfordnlp.github.io/CoreNLP/ 
Umigon Java/Web application Evaluate texts using a sentiment dictionary https://github.com/seinecle/Umigon; 

https://nocodefunctions.com/ 
SentiStrength Java/Web application Evaluate texts using a sentiment dictionary http://sentistrength.wlv.ac.uk/ 
nltk Python Evaluate texts using a range of pre-existing dictionaries and 

create custom dictionaries of any kind 
https://www.nltk.org/book/ch02.html 

textblob Python Evaluate texts using a range of pre-existing dictionaries https://textblob.readthedocs.io/en/dev/ 
VADER Python Evaluate texts using the vader sentiment dictionary https://github.com/cjhutto/ 

vaderSentiment 
tidytext R Evaluate texts using a range of pre-existing dictionaries and 

create custom dictionaries of any kind 
https://www.tidytextmining.com/ 
sentiment.html 

quanteda R Evaluate texts using a range of pre-existing dictionaries and 
create custom dictionaries of any kind 

https://quanteda.io/ 

quanteda. 
dictionaries 

R Evaluate texts using 10 existing dictionaries; replicate the 
analysis approach used by the LIWC software 

https://github.com/kbenoit/quanteda. 
dictionaries 

tm R Select words that match a vector of user-defined words 

(continued on next page) 
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Table A.1 (continued ) 

Tool Language Purpose Link 

https://cran.r-project.org/web/ 
packages/tm/ 

corpustools R Search words in text that match words in a dictionary; match 
tokens (e.g., words) with corresponding dictionary categories 

https://cran.r-project.org/web/ 
packages/corpustools/ 

sentimentr R Evaluate texts using a range of pre-existing dictionaries https://cran.r-project.org/web/ 
packages/sentimentr/ 

sentometrics R Evaluate texts using a range of pre-existing dictionaries and 
create custom dictionaries 

https://doi.org/10.18637/jss.v099.i02 

SentimentAnalysis R Evaluate texts using a range of pre-existing dictionaries and 
create custom dictionaries of any kind 

https://cran.r-project.org/web/ 
packages/SentimentAnalysis/ 

syuzhet R Evaluate texts using a range of pre-existing dictionaries and 
create custom dictionaries of any kind 

https://cran.r-project.org/web/ 
packages/syuzhet/ 

The General 
Inquirer 

Standalone Java 
software 

Evaluate texts using a range of pre-existing dictionaries http://www.mariapinto.es/ 
ciberabstracts/Articulos/Inquirer.htm 

WordStat Standalone software Evaluate texts using a range of pre-existing dictionaries and 
create custom dictionaries of any kind 

https://provalisresearch.com/products/ 
content-analysis-software/ 

LIWC Standalone software Evaluate texts using the LIWC dictionary https://www.liwc.app/ 
WordNet Standalone software/ 

Web application 
A lexical database of the English language that can be used in 
combination with other software solutions (e.g., nltk in Python) 

https://wordnet.princeton.edu/   

Table A.2 
Tools for semantic and network analysis  

Tool Language Purpose Link 

CoreNLP Java POS tagging; semantic tagging https://stanfordnlp.github.io/ 
CoreNLP/ 

OpenNLP Java POS tagging; semantic tagging https://opennlp.apache.org/ 
HanLP Python POS tagging; semantic tagging (104 languages) https://github.com/hankcs/HanLP 
coreNLP R POS tagging; semantic tagging https://cran.r-project.org/web/ 

packages/coreNLP/ 
openNLP R POS tagging; semantic tagging https://cran.r-project.org/web/ 

packages/openNLP/ 
VARD Standalone Java software POS tagging; semantic tagging https://ucrel.lancs.ac.uk/vard/ 

about/ 
PC-ACE Standalone Software Semantic analysis; network analysis https://pc-ace.com/ 
WordNet Standalone software/Web 

application 
A lexical database of the English language that can be used in combination with 
other software solutions (e.g., nltk in Python) 

https://wordnet.princeton.edu/ 

CLAWS Web application POS tagging https://ucrel.lancs.ac.uk/claws/ 
Lydia/ 

TextMap 
Web Application POS tagging; semantic tagging https://www3.cs.stonybrook.edu/ 

~skiena/lydia/   

Table A.3 
Tools for language representations  

Tool Language Purpose Link 

scikit-learn Python Build a document-term matrix https://scikit-learn.org/stable/ 
textmining Python Build a document-term matrix https://www.christianpeccei.com/textmining/ 
NumPy Python Build a document-term matrix https://numpy.org/ 
tm R Build a document-term matrix https://cran.r-project.org/web/packages/tm/ 
quanteda R Build a document-term matrix https://quanteda.io/ 
tidytext R Build a document-term matrix https://www.tidytextmining.com 
corpustools R Build a document-term matrix https://cran.r-project.org/web/packages/ 

corpustools/ 
textmineR R Build a document-term matrix https://www.rtextminer.com/ 
textTinyR R Build a document-term matrix https://cran.rstudio.com/web/packages/ 

textTinyR/ 
udpipe R Build a document-term matrix https://cran.r-project.org/web/packages/udpipe/ 
textrecipes R Build a document-term matrix https://cran.r-project.org/web/packages/ 

textrecipes/ 
superml R Build a document-term matrix https://cran.r-project.org/web/packages/ 

superml/ 
NLTK Python Build and use n-gram language models (e.g., bigram 

models) 
https://www.nltk.org/ 

kgrams R Build and use n-gram language models (e.g., bigram 
models) 

https://cran.r-project.org/web/packages/kgrams/ 

doc2vec R Build and use word embedding models (doc2vec) https://cran.r-project.org/web/packages/ 
doc2vec/ 

fastText C++/Python Build and use word embedding models (fastText) https://fasttext.cc/ 
fasttext R Build and use word embedding models (fastText) https://cran.r-project.org/web/packages/fastText/ 

(continued on next page) 
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Table A.3 (continued ) 

Tool Language Purpose Link 

text2vec R Build and use word embedding models (GloVe) https://cran.r-project.org/web/packages/ 
text2vec/ 

h2o Java/R/ 
Python 

Build and use word embedding models (word2vec) https://docs.h2o.ai/ 

word2vec R Build and use word embedding models (word2vec) https://cran.r-project.org/web/packages/ 
word2vec/ 

TensorFlow Python Build and use word embedding models (word2vec, BERT) https://www.tensorflow.org/ 
GENSIM Python Build and use word embedding models (word2vec, 

doc2vec) 
https://radimrehurek.com/gensim/ 

Hugging Face 
Transformers 

Python Build and use transformer models https://huggingface.co/ 

Keras Python Build and use deep learning models https://keras.io/ 
Keras R Build and use deep learning models https://keras.rstudio.com/   

Table A.4 
Tools for unsupervised text clustering  

Tool Language Purpose Link 

stats R Unsupervised text clustering (various) https://stat.ethz.ch/R-manual/R-devel/library/ 
stats/html/00 

scikit-learn Python Unsupervised text clustering (various) https://scikit-learn.org/stable/modules/clustering. 
html 

kernlab R Unsupervised text clustering (various) https://cran.r-project.org/web/packages/kernlab/ 
SuperLearner R Unsupervised text clustering (various) https://cran.r-project.org/web/packages/ 

SuperLearner/ 
superml R Unsupervised text clustering (e.g., k-means) https://cran.r-project.org/web/packages/superml/ 
mlr R Implement unsupervised machine learning algorithms (10 

models) 
https://mlr.mlr-org.com/; https://mlr3.mlr-org. 
com 

Keras R Implement deep learning approaches https://keras.rstudio.com/ 
Keras Python Implement deep learning approaches https://keras.io/ 
h2o Java/R/ 

Python 
Implement deep learning approaches https://docs.h2o.ai/ 

deepnet R Implement deep learning approaches https://cran.r-project.org/web/packages/deepnet/ 
PyTorch Python Implement deep learning approaches https://pytorch.org/ 
Hugging Face 

Transformers 
Python Implement deep learning approaches https://huggingface.co/ 

wordfish R Fit the wordfish model http://www.wordfish.org/ 
stm R Fit topic models (STM) https://cran.r-project.org/web/packages/stm/ 
lda R Fit topic models (LDA, sLDA, corrLDA) https://cran.r-project.org/web/packages/lda/ 
textmineR R Fit topic models (LDA, CTM, LSA) https://www.rtextminer.com/ 
topicmodels R Fit topic models (LDA, CTM) https://cran.r-project.org/web/packages/ 

topicmodels/ 
GENSIM Python Fit topic models (LDA, author-topic model, hierarchical 

dirichlet model) 
https://radimrehurek.com/gensim/apiref.html 

CorEx Python Fit topic models (hierarchical topic modelling) https://github.com/gregversteeg/corex_topic 
BTM R Fit topic models (BTM) https://cran.r-project.org/web/packages/BTM/ 
seededlda R Fit semi-supervised topic models (seeded LDA) https://cran.r-project.org/web/packages/ 

seededlda/ 
keyATM R Fit semi-supervised topic models (keyword-assisted topic 

models) 
https://keyatm.github.io/keyATM/   

Table A.5 
Tools for supervised text classification  

Tool Language Purpose Link 

randomForest R Implement supervised machine learning algorithms (Random 
Forest); including multilabel classification 

https://cran.r-project.org/web/packages/ 
randomForest/ 

randomForestSRC R Implement supervised machine learning algorithms (Random 
Forest); including multilabel classification 

https://cran.r-project.org/web/packages/ 
randomForestSRC/ 

LiblineaR R Implement supervised machine learning algorithms (Logistic 
regression, linear SVM); including multi-class classification 

https://cran.r-project.org/web/packages/ 
LiblineaR/ 

LIBLINEAR Python/java/ 
MATLAB 

Implement supervised machine learning algorithms (Logistic 
regression, linear SVM); including multi-class classification 

https://www.csie.ntu.edu.tw/~cjlin/ 
liblinear/ 

kernlab R Implement supervised machine learning classification algorithms 
(e.g., SVM) 

https://cran.r-project.org/web/packages/ 
kernlab/ 

SuperLearner R Implement supervised machine learning classification algorithms 
(e.g., Random Forest, SVM) 

https://cran.r-project.org/web/packages/ 
SuperLearner/ 

party R Implement supervised machine learning classification algorithms 
(e.g., Random Forest); including multilabel classification 

https://cran.r-project.org/web/packages/ 
party/ 

(continued on next page) 

A. Macanovic                                                                                                                                                                                                           



Social Science Research 108 (2022) 102784

14

Table A.5 (continued ) 

Tool Language Purpose Link 

scikit-learn Python Implement supervised machine learning classification algorithms 
(e.g., Naïve Bayes, SVM, Random Forest) 

https://scikit-learn.org/stable/ 
supervised_learning.html#supervised- 
learning 

e1071 R Implement supervised machine learning classification algorithms 
(e.g., Naïve Bayes, SVM) 

https://cran.r-project.org/web/packages/ 
e1071/ 

NLTK Python Implement supervised machine learning classification algorithms 
(e.g., Naïve Bayes, SVM) 

https://www.nltk.org/ 

superml R Implement supervised machine learning classification algorithms 
(e.g., Naïve Bayes) 

https://cran.r-project.org/web/packages/ 
superml/ 

mlr R Implement supervised machine learning classification algorithms 
(84 models); including multi-class and multi-label classification 

https://mlr.mlr-org.com/; https://mlr3.mlr- 
org.com 

caret R Implement supervised machine learning classification algorithms 
(238 models) 

https://cran.r-project.org/web/packages/ 
caret/ 

Stanford Classifier Java Implement supervised machine learning algorithm (maximum 
entropy) 

https://nlp.stanford.edu/wiki/Software/ 
Classifier 

Keras R Implement deep learning approaches https://keras.rstudio.com/ 
Keras Python Implement deep learning approaches https://keras.io/ 
h2o Java/R/ 

Python 
Implement deep learning approaches https://docs.h2o.ai/ 

deepnet R Implement deep learning approaches https://cran.r-project.org/web/packages/ 
deepnet/ 

PyTorch Python Implement deep learning approaches https://pytorch.org/ 
Hugging Face 

Transformers 
Python Implement deep learning approaches https://huggingface.co/   

Table A.6 
Tools for large textual data collection from online sources  

Tool Language Purpose Link 

twitteR R Obtain twitter data from twitter API https://cran.r-project.org/web/packages/twitteR/ 
twitteR.pdf 

tweepy Python Obtain twitter data from twitter API https://www.tweepy.org/ 
URS Python Obtain reddit data from reddit API https://github.com/JosephLai241/URS 
PRAW Python Obtain reddit data from reddit API https://praw.readthedocs.io/en/stable/ 
socalreaper Python Scrape social media sites (e.g., Facebook, Twitter, Reddit, Youtube, 

Pinterest, Tumblr) 
https://github.com/ScriptSmith/socialreaper 

httr R Send requests to websites to download data https://cran.r-project.org/web/packages/httr/httr. 
pdf 

Requests Python Send requests to websites to download data https://requests.readthedocs.io/en/latest/ 
Rcrawler R Crawl websites and extract structured data https://github.com/salimk/Rcrawler 
rvest R Crawl websites and extract structured data https://rvest.tidyverse.org/ 
pyspider Python Crawl websites and extract structured data http://docs.pyspider.org/en/latest/ 
Scrapy Python Crawl websites and extract structured data https://scrapy.org/ 
Heritrix Java Crawl websites and extract structured data https://github.com/internetarchive/heritrix3/wiki 
Jaunt Java Crawl websites and extract structured data https://jaunt-api.com/ 
Apify ADK v2 JavaScript Crawl websites and extract structured data https://sdk.apify.com/ 
MechanicalSoup Python Interact with websites https://mechanicalsoup.readthedocs.io/en/stable/ 
XML R Parse content of scraped websites https://cran.r-project.org/web/packages/XML/ 

index.html 
Beautiful Soup Python Parse content of scraped websites https://www.crummy.com/software/ 

BeautifulSoup/ 
twitteR R Obtain twitter data from twitter API https://cran.r-project.org/web/packages/twitteR/ 

twitteR.pdf 
tweepy Python Obtain twitter data from twitter API https://www.tweepy.org/  
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